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ABSTRACT
Recent years have witnessed the transition from sentence-level
to document-level in relation extraction (RE), with new formula-
tion, new methods and new insights. Yet, the fundamental concept,
mention, is not well-considered and well-defined. Current datasets
usually use automatically-detected named entities as mentions,
which leads to the missing reference problem. We show that such
phenomenon hinders models’ reasoning abilities. To address it, we
propose to incorporate coreferences (e.g. pronouns and common
nouns) into mentions, based on which we refine and re-annotate
the widely-used DocRED benchmark as R-DocRED. We evaluate
various methods and conduct thorough experiments to demonstrate
the efficacy of our formula. Specifically, the results indicate that in-
corporating coreferences helps reduce the long-term dependencies,
further improving models’ robustness and generalization under
adversarial and low-resource settings. The new dataset is made
publicly available for future research.
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1 INTRODUCTION
Relation extraction (RE) aims at extracting semantic relations among
entities from plain texts, which plays a crucial role in information
extraction and NLP research. Early studies mostly address this prob-
lem at sentence-level, which assumes that mentions of target entity
pairs co-occurred within one single sentence [1, 10, 17]. However,
this assumption strongly restricts the ability of knowledge discov-
ery in real world scenarios, where valuable knowledge can be only
inferred from multiple sentences [11, 16]. To this end, researchers
have stepped forward to document-level relation extraction (DocRE)
[6, 8, 14, 19].

DocRE naturally inherits and expands the setting from its sen-
tence-level counterpart. Given a document 𝐷 and a set of entities
{𝑒𝑖 }, the task is to automatically predict relations among entities.
The main difference between document-level RE and sentence-level
RE is two-fold: (1) the number of potential entity pairs in DocRE is
exponential in the number of entities, which poses extra burden for
predictor; (2) since an entity might be mentioned multiple times in
a single document, every entity 𝑒𝑖 has a corresponding mention set
{𝑚 𝑗 }, which explicitly provides coreference information for later
predictions.

However, the transition from sentence-level to document-level
leaves a grey area: the ad hoc concept, mention, is created without
being clearly defined. This causes further problems in practice. In
the standard benchmark DocRED [16], a large amount of references
(mainly pronouns and common nouns/noun phrases) are left out,
and we refer this phenomenon as the missing reference problem.
The omission of referential units hinders downstream models’ abil-
ity to extract relations from documents. Our findings indicate that:
(1) DocRE methods generally struggle with learning long-term de-
pendencies. The missing reference problem increases the distance
of entity pairs (shown by Figure 1), making it more difficult to
perform inference; (2) besides, the missing reference problem re-
duces the robustness of RE performance facing different mention
permutations.

To overcome these difficulties, we propose to incorporate coref-
erences into mentions, in addition to named entities. To unify these
linguistic expressions, we formalize the concept of mention from
both semantic and syntactic perspectives. Inspired by early named-
entity recognition (NER) and coreference resolution (CR) works
[4, 9], we provide a formal definition of mention, denoted as R-
mention, and further apply it to the widely-used DocRED dataset
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Subject: Moevs Object: Hillsborough
Relation: place of death

Subject: Moevs Object: Harvard University
Relation: educated at; employer

Robert Moevs
[1] Robert Walter Moevs (2 December 1920, in La Crosse,

Wisconsin – 10 December 2007) was an American

composer of contemporary classical music. [2] He was

known for his highly chromatic music. [3] Moevs served in

the United States Army Air Forces as a pilot during World

War II. [4] He then received his degree from Harvard

University . [5] Moevs was a student of Walter Piston and

Nadia Boulanger. [6] He taught at Harvard University and

Rutgers University. [7] He received the Rome Prize and a

Guggenheim Fellowship (1962). … [8-10] … [11] He died in

Hillsborough , New Jersey.

Figure 1: An example from the DocRED dataset. References
such as pronoun "He"s are neglected in the original annota-
tion. As a result, "Moevs" and "Hillsborough" are separated by
several sentences; "Moevs" and "Harvard University"s fall in
different sentences as well. These phenomena increase the
difficulty to conduct reasoning within entity pairs.

to verify its effectiveness. We first investigate the wrong entity
linking problem of the original dataset, and refine the data quality
by correcting these wrong links. We then re-annotate the mention
with our new definition and publish the new R-DocRED dataset1.
We evaluate various DocRE methods and conduct thorough ex-
periments under different settings. Empirical results reveal that
incorporating coreferences brings consistent advancements to mul-
tiple methods by reducing the long-term dependencies, and further
improves models’ robustness and generalization under adversarial
and low-resource settings.

2 DEFINITION OF R-MENTION
2.1 Formal Definition
In order to introduce coreferences into mentions, we start from an
onomasiological perspective to clarify the concept. Given a specific
entity of the real world, we say that a mention of it is a linguistic
expression that designates the entity unambiguously in its context,
including nouns, pronouns and noun phrases (NP).

Semantic relations. We shall first emphasize that our scheme
only focus on the identity relation [4] between entities and their
linguistic expressions, which is symmetrical (if A is identical to B,
then B is identical to A) and transitive (if A is identical to B and B
is identical to C, then A is identical to C). These properties induce
an equivalent class of mentions with respect to a given entity.

Other similar semantic relationships, e.g. part-whole and set-
subset, are out of our consideration. For instance, neither "the Nobel
Prize in Physics" nor "the Nobel Prize 2021" is a mention of "the Nobel
Prize".
1https://github.com/ridiculouz/r-docred

However, the nature of the identity relation poses a problem
where an expression may refer to either of two contradictory enti-
ties [4]. Consider the following:

The stock price fell from $10 to $1.

If we assume that "stock price" is identical to "$10" and "stock price"
is identical to "$1", we then come to the counter-intuitive conclusion
that "$10" is identical to "$1". To prevent this collapsing reference
chain phenomenon, we discard the referential links among mention
and its conflicting entities to keep the integrity of each equivalent
class. In the above example, "stock price" will link to neither of the
two prices instead.

Parts of speech. Syntactically, we only focus on nominal groups
(i.e. words that functions as nouns [3]) in text. Therefore, adjective
forms of proper nouns or possessive adjectives are not markable (e.g.
"American" is not a mention of "USA"). Additionally, we propose
several heuristic rules:

(1) To avoid redundancy with subject, apposition and predica-
tive nominal are not markable.

(2) Gerund and clause are not markable due to their complexity.
This rule is also reasonable because few entities are men-
tioned by these expressions.

(3) To avoid ambiguity and nested annotation, nouns and NPs
in modifier are not markable (e.g. "America" in "Bank of
America").

Text spans. It is common in practice that a nominal group con-
sists of complex syntactic structure. Therefore, it is necessary to
determine the exact text span of mention. To keep concise and
informative simultaneously, we stipulate that mention should be
the shortest identifiable expression with respect to a given entity
and document context.

For example:
. . . The bank was founded in San Francisco. . . .

. . . Einstein’s former physics professor Hendrik Lorentz . . .

In the former example, the definite article "the" should be in-
cluded in mention "The bank", because it denotes the entity afore-
mentioned. While in the latter example, though "Einstein’s for-
mer physics professor Hendrik Lorentz", "physics professor Hendrik
Lorentz" and "Hendrik Lorentz" all refer to the same entity, one
should use "Hendrik Lorentz" for conciseness.

2.2 Discussion
Comparing the vanilla mention and our formally-defined concept,
there are two major differences: (1) many neglected referential
units are recognized by our formula, mainly pronouns and com-
mon nouns/noun phrases (as shown in Figure 1); (2) our definition
regularizes the concept of mention, and provides clear clues for
human annotators to detect mentions from plain text. R-mention
considers both semantically and syntactically with respect to given
context, and provides stronger clues for not only annotation but
also downstream inference.

Some previous researchers attribute the implicit coreference
resolution process as coreference reasoning, one kind of DocRE
reasoning skills [15, 16]. However, one should notice that exist-
ing vanilla setting already provides some coreference information

https://github.com/ridiculouz/r-docred
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explicitly. As shown in Figure 1, both "Robert Walter Moevs" and
"Moevs" are linked to the same person, while models need to rec-
ognize that vast remaining mention "He"s also link to this entity,
without supervision signal. We argue that dividing coreference res-
olution into explicit and implicit parts is unnecessary. Instead, we
show that this practice exaggerates the long-term dependency prob-
lem and loss of robustness (detailed analyses in § 4.3). Additionally,
since our formula of mention can be naturally adapted to the task
of coreference resolution, our R-DocRED dataset (proposed in § 3)
can serve as a new corpus for coreference resolution as well.

3 ANNOTATION
3.1 The DocRED Dataset
To further verify the effectiveness of R-mention, we implement the
new scheme on a commonly-used benchmark, DocRED [16]. It is a
large-scale human-annotated document-level RE dataset that con-
sists of 3,053/998/1,000 documents for training/development/testing,
respectively. DocRED is constructed from English Wikipedia and
Wikidata, involving 96 relations, 132,375 entities and 56,354 rela-
tional facts.

3.2 Refining Referential Links
The original annotation process conducted by Yao et al. [16] fol-
lows a "recommend-revise" pipeline, i.e. human annotators revise
the machine-generated distantly supervised annotation. However,
we observe that some mistakes made by the automatic recommen-
dation are not corrected and retained in the output annotation.
Therefore, we start our annotation from refining data quality.

Specifically, we focus on the entity linking problem, where the
annotated mentions are not correctly linked to their corresponding
entities. There are two major types of mistakes: (1) Duplicated enti-
ties. Two different annotated entities point to the same concept of
real world. (2) Mismatches. An annotated mention is not a reference
to its entity. We ask annotators to modify these wrong links, and
merge duplicated entities. Our annotation follows the closed-world
assumption [12], which means that no new entity is introduced.

3.3 Annotation Process and Quality Assurance
We adapt the FITAnnotator system [7] as our annotation platform,
and recruit 9 educated annotators. The tasks of link refinement
and mention annotation are conducted simultaneously during the
annotation process.

To ensure high-quality annotations, we employ a two-step qual-
ity control and validation process during annotation: (1) Before
annotation, a brief training session is conducted. Annotators first
learn the guideline, and then annotate 30 passages randomly. A
meta annotator checks the results with 𝐹1 scores of mention anno-
tation. If the 𝐹1 score is below 90%, the meta annotator will explain
to the annotators about their mistakes and repeat the process until
the annotations are of high quality. (2) After annotation, we first
perform auto-check and basic corrections with scripts. We then
randomly sample from the annotations (30 passages from each an-
notator) and ask the meta annotator to manually check the results.
The high agreement rate between meta annotator and recruited
annotators indicates high annotation quality, as shown in Table 1.

Merged Entity 𝐹1 Mention 𝐹1

Train 91.11 ± 9.770 84.87 ± 7.85
Dev 88.89 ± 11.48 84.51 ± 5.94
Test 85.56 ± 12.94 93.72 ± 3.64

Table 1: Agreement between meta annotator and recruited
annotators, measured by 𝐹1 scores and 95% confidence inter-
vals of merged entity and mention annotation.

Train Dev Test

# Documents 3,053 998 1,000
# Entities 56,440 18,530 18,539

# Merged 876 337 335
# Mentions 91,713 30,312 30,784

# Added 12,665 4,301 4,360
# Deleted 43 30 16
# Modified 142 52 50

Table 2: Statistics of R-DocRED and new annotations.

3.4 The R-DocRED Dataset
Our annotation results in the R-DocRED dataset. Statistics of an-
notation are given in Table 2.

In general, R-DocRED has slightly fewer entities and more men-
tions, and it well addresses themissing reference problem in original
DocRED. We will then conduct in-depth analyses between DocRED
and R-DocRED from multiple perspectives in § 4.

4 EXPERIMENTS
4.1 Setup

Data. We take three versions of data for comparison. (1) Vanilla,
i.e. original version of DocRED. (2) Refined, where original entity-
mention links are refined according to § 3.2. (3) Reference, where
mentions are further re-annotated under our formula with refined
links. For the reference split, we report both performance with and
without re-annotated mentions at test stage for thorough analysis2.

Evaluation metrics. Following Yao et al. [16], we use 𝐹1 as eval-
uation metric. We also report Ign 𝐹1 when analyzing the vanilla
and refined data. Ign 𝐹1 denotes 𝐹1 scores excluding relational
facts shared by the training and dev/test sets, based on mention
pair co-occurrence. Because the reference data involves a large
amount of pronouns and pronoun pairs, we believe that Ign 𝐹1 is
uncomparable on this split.

Methods. We evaluate various methods for comprehensive anal-
ysis. CNN [17], LSTM [5], Bi-LSTM [2] and the Context-Aware
model [13] are baselines used by Yao et al. [16]. We also report
the results of ATLOP [20] and GAIN [18], two state-of-the-art
representatives of sequence-based and graph-based methods. In all
experiments, we conduct 3 runs with different random seeds and
report the mean results.
2Without re-annotated mentions here is equivalent to use reference version at training
stage and refined at test stage.
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Method Vanilla Refined Reference (-/+)

I

CNN 43.45 47.44 47.91 / 48.61
LSTM 50.68 50.79 50.75 / 51.47
BiLSTM 50.94 51.57 51.43 / 52.37
Context 51.09 51.41 51.82 / 52.62

II ATLOP 61.09 61.25 61.62 / 61.73
GAIN 60.21† 60.53 60.26 / 60.80

Table 3: 𝐹1 scores on dev set (%)3. † is our re-implemented
result. -/+ denotes the performance without and with re-
annotated mentions at test stage. I/II stands for using
GloVe/BERTbase as embedding, respectively.

0 1 2 3 4 5 6+
0.45

0.50

0.55

0.60

0.65

0.70
F1
Ign F1

Figure 2: 𝐹1/Ign 𝐹1 scores under different distances. In general,
performance drops as distance increases. Specifically, model
performs significantly better when mention pairs fall in the
same sentence (distance = 0).

4.2 Overall Performance
Table 3 shows the experiment results under different settings, from
which we can observe that: (1) performance on refined data is
consistently better than its vanilla counterpart, showing that data
quality advances with link refinement; (2) 𝐹1 scores under reference
(+) setting further improve, which demonstrates the efficacy of R-
mention. Moreover, all models suffer a performance decay when
removing the coreferences at test stage, which indicates that incor-
porating coreferences into mentions is beneficial for both training
and inference. We will further analyse the advantages of R-mention
below.

4.3 Understanding the Merits of R-Mention
In this section, we seek to answer the following questions: (1) How
does coreferences help improve RE performance? (2) CanR-mention
perform better in real world scenarios, where the training data may
be limited or noisy?

For the rest of this paper, we conduct studies with ATLOP, due
to its tractable size and strong overall performance.

Long-term dependencies. We say that the distance of two entities
is the minimal distance of their mention pairs, counted by sentence,
where 0 indicates that there exists one mention pair falling in the
3The gold labels of test set are not publicly available. Since link refinement includes
merging entities which changes entity indices in labels, we are unable to report results
on test set.

Original 𝐹1 Permute 𝐹1

Refined 61.25 ± 0.07 58.45 ± 0.09
Reference (+) 61.73 ± 0.06 61.35 ± 0.07

Table 4: Results for permute operation on dev set.

10% 20% 50% 100%

Refined 51.72 55.77 59.80 61.25
Reference (+) 52.51 56.19 60.03 61.73
Table 5: 𝐹1 scores with different amounts of training data.

same sentence. DocRE methods are sensitive to the distance of head
and tail entities, and perform relatively poor learning long-term
dependencies, as shown by Figure 2. The missing reference prob-
lem under vanilla setting increases the distance between entities,
which hinders models’ ability to reason. However, with R-mention,
more elements (e.g. pronouns) are annotated, making the distance
distribution monotonically decrease, which alleviates this issue.

Robustness with different permutations. We conduct a permuta-
tion experiment on dev set to test model’s robustness.

Definition (Permutation). A permutation on a given entity
is to shuffle its mentions’ positions, while keeping their linguistic
expressions unchanged.

Intuitively, for a specific entity, different permutations of men-
tions does not change the textual context, therefore should not
affect the result of RE. Surprisingly, we find that this simple opera-
tion significantly decreases the 𝐹1 score under vanilla setting (~3%),
while with R-mention the performance is much more consistent, as
reported in Table 4. The above difference indicates that R-mention
can notably improve the robustness during inference stage.

Generalization under low-resource. Table 5 reports the 𝐹1 scores
with 10%, 20% and 50% of training data. R-mention further shows
advantages in low-resource scenarios, by consistently outperforms
its refined counterpart at all levels. The promising results imply
that R-mention provides strong reasoning paths for inference and
helps generalization when training data is limited.

5 CONCLUSION
In this paper, we delve into themissing reference problem in DocRE,
and we propose to incorporate coreferences into mentions to solve
the problem.We unify both named entities and coreferences withR-
mention.We then refine and re-annotate the DocRED benchmark as
R-DocRED. Comprehensive experiments and analyses demonstrate
the effectiveness of our approach, especially under adversarial and
low-resource settings.
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